
INTEROPERABILITY TRACK 

Chair: Gene Hudgins 

Å 1:00 p.m. ï 1:30 p.m. Introduction to 
Interoperability and Remarks 

Å 1:30 p.m. ï 2:00 p.m. 

Interoperability and Persistent 
Connectivity: Keys for Successful 
Distributed Testing and Training 

Mr. Gene Hudgins, TENA / JMETC, BAE 
Systems 

Å 2:00 p.m. ï 2:30 p.m. 

"TENA in Resource Constrained 
Environmentsò (TRCE): Technologies 
to Support Wireless Instrumentation 
Interoperability 

Mr. Tom Treakle, TRCE, SAIC 

Å 2:30 p.m. ï 3:00 p.m. 

The Extension of CIAV from the Central 
Command to the Other U.S. Area 
Commands 

Mr. Michael Leite, PE, TASC-N/DigiFlight 
Inc., JITC 

Å 3:00 p.m. ï 3:30 p.m. Break with 
Exhibitors 
 

Å 3:30 p.m. ï 4:00 p.m. 

System Architecture Declarative 
Semantic Formal Versions to Debug 
Knowledge Bases 

Ms. Lidia Zamarrón and Eric Smith, 
University of Texas at El Paso, and J. 
Carlos Acosta, UAEM 

Å 4:00 p.m. ï 4:30 p.m. 

Historical Snapshot and Future 
Direction for the Coalition 
Interoperability Assurance and 
Validation (CIAV) 

Mr. Michael Leite, PE, TASC-/DigiFlight 
Inc., JITC 

Å 4:30 p.m. ï 5:00 p.m. 

Defending the Realm: "What is 
Working and What is Not" 

Srinivas Mukkamala Ph.D., Institute for 
Complex Additive Systems Analysis 
(ICASA), Computational Analysis and 
Network Enterprise Solutions 
(CAaNES), New Mexico Tech 

 



Interoperability and Persistent 
Connectivity: Keys for Successful 
Distributed Testing and Training 

Gene Hudgins 

TENA and JMETC User Support Team Lead 

Test Resource Management Center 
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TENA Mission 

¸Historically, range systems tend to be developed in isolation, focused on 
narrow requirements, and constrained by aging techniques/technologies 

¸Range infrastructures have grown organically with minimal coordination 
or sharing, resulting in duplicated effort and many ñstove-pipeò systems 

Working with the Range Community to  
Build the Foundation for Future  

Test and Training Range Infrastructure 

The purpose of TENA is to provide the necessary enterprise-wide architecture 

and the common software infrastructure to: 

ü Enable interoperability among range, C4ISR, and simulation systems used 

across ranges, HWIL facilities, and development laboratories 

ü Leverage range infrastructure investments across the DoD to keep pace 

with test and training range requirements 

ü Foster reuse of range assets and reduce cost of future developments 
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TENA isé 

¸An architecture that many government organizations & 
vendors use to build interoperable systems 

¸A highly robust, GOTS network data transport architecture 

¸A series of common applications applicable across the 
community 

¸Built for ñperformance, performance, and performanceò 

¸Fully sustained by the DoD for the test and training 
communities 

¸Fully controlled by the community of its users 

¸Revised based on user feedback and lessons learned from 
working software implementations 

¸Designed to be hard to use wrong 

¸Backwards Compatible (from Release 6 onwards) 

¸A solution, not a requirement 
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Where TENA is Used 

¸Any situation where data needs to be passed over 
Internet Protocol (IP) networks to include: 

¸ Interfacing two or more systems for information exchange 

¸Across programming languages and computing platforms 

¸Receiving system health & status information 

¸Remote command & control of one or more systems 

¸Real-time dissemination of instrumentation data 

¸Communicating with web applications & browsers 

¸ Injecting virtual and/or constructive data with live assets and 
instrumentation 

 



bƻǘƛƻƴŀƭ ά/ǳǊǊŜƴǘ {ǘŀǘŜέ ƻŦ wŀƴƎŜ hǇŜǊŀǘƛƻƴǎ 

Range-Unique 
Architecture 

DoD-wide Limitations: 

Å Limited Resource Sharing 

Å Unique Interfaces for the same 
assets located at different ranges 

Å ά{ƛƴƎƭŜ-Ǉƻƛƴǘέ ǎƻƭǳǘƛƻƴǎ ŜŀŎƘ ǿƛǘƘ 
their own sustainment tail 

Å No Guarantee of Inter-Range 
Interoperability 

Range Limitations: 

Å Single-point solutions each with 
their own sustainment tail 

Å Increased integration time 

Å No Guarantee of Intra-Range 
Interoperability 

Range-Unique 
Architecture 

Remotely Operated  
LVC Range 

Range-Unique 
Architecture 

Range-Unique 
Architecture 

Limited commonality within 
and between ranges 

Result: Inefficient,  
Non-ƛƴǘŜǊƻǇŜǊŀōƭŜ άǎǘƻǾŜ ǇƛǇŜǎέ 



bƻǘƛƻƴŀƭ ά9ŦŦƛŎƛŜƴǘ {ǘŀǘŜέ ƻŦ wŀƴƎŜ hǇŜǊŀǘƛƻƴǎ 

Remotely Operated  
LVC Range 

DoD-wide Common Architecture Benefits: 

Å άtƭǳƎ ŀƴŘ tƭŀȅέ ƛƴǎǘǊǳƳŜƴǘŀǘƛƻƴ 
across test ranges 

Å Common solutions shared and reused 
between ranges 

Å Shared sustainment burden 

Å Facilities sharing of range operators 

Range Benefits: 

Å Reduced Range O&M costs 

Å Reduced test setup & re-
configuration time 

Å ά5ŀǘŀ /ƻƴǘǊŀŎǘέ ǘƘŀǘ ŀǎǎǳǊŜǎ           
Intra-Range Interoperability 


