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Cybersecurity

• As threats have grown and hackers have developed
increasingly sophisticated strategies for accessing
sensitive data, commercial/government/etc.
organizations have started looking to deep learning
to aid in prevention and detection.

• This talk is designed to cover why deep learning is an
attractive avenue and why we should be careful of its
hidden flaws.

forbes.com
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What is Machine Learning?

• ML is a field of algorithm development wherein data is used to tune parameters/weights towards some task (like
classification). We are going to discuss supervisedML, meaning the data is labeled.
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Features

• Traditionally, features are extracted from data
samples to focus the training/testing of the machine
learning model.

MIT
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Features

• Traditionally, features are extracted from data
samples to focus the training/testing of the machine
learning model.

• How these features are designed and the attributes
they capture is of great interest; the more
discriminatory they are, the easier a classifier will
train and the better the algorithmwill do.

Wikipedia
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Deep Learning: Let the Machine Decide Features
• Instead of human developed features, why not let themachine decipher its own set of discriminatory
features.

Yan LeCunn
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Deep Learning: Let the Machine Decide Features

• Instead of human developed features, why not let themachine decipher its own set of discriminatory
features.
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Deep Learning: Let the Machine Decide Features

• Instead of human developed features, why not let themachine decipher its own set of discriminatory
features.

Stanford CS 231
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Deep Learning & Its Features

• The strength of deep learning/neural networks is in
the auto-feature-generation. Circumventing human
bias allows a direct path to a seemingly optimal
solution.

He et al CVPR 2015
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Deep Learning & Its Features

• The strength of deep learning/neural networks is in
the auto-feature-generation. Circumventing human
bias allows a direct path to a seemingly optimal
solution.

• Without human intervention, though, we have a
black box classifier.

Query A Network class(A)

What is the network looking at?
Why those features?

Are the features relevant?
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The Rest of this Talk. . .

• For the rest of this talk, we are going to discuss ways in which deep learning/neural networks can fooled.
• Key context: deep learning is the state-of-the-art. It is diicult to justify using SVMs/random forests/etc. for
many problems when a neural network can significantly improve performance.

• Note as well that these other machine learning strategies can also be fooled - many in the exact same way.
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Setting

• Assume for the following that we have a well-trained neural network for a classification task.
• It is easiest to illustrate the following ideas with images, but note that they apply for any domain.
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What Is the Network Looking For?

• We did not constrain the network to filters that we can understand.
• Research has shown that deformations of objects into gibberish can still earn high scores from a neural network.
The images below all have> 99% confidence from a well-trainedmodel.

Nguyen et al CVPR 2015
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What Is the Network Looking For?
• Even second-hand, these images fool state-of-the-art networks.

Nguyen et al CVPR 2015
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How robust is the model to being fooled?

• What if someone wants to actively fool a network? What if we have an adversarial attack?

Goodfellow et al ICLR 2014
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How Attacks Work

Papernot et al 2016 arXiv GoodFellow et al ACMMagazine 2018
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White Box Attacks

• White box attack:the adversary knows themodel parameters.

Huang et al ICLR 2017
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Black Box Attacks
• Black box attacks: the adversary doesn’t knowmodel parameters.
• These attacks are harder to deal with than white box attacks.

Model A

Model B

Model C

Utilize Model Parameters to Get Perturbations

Adversarial Attack FunctionQA (·)
Adversarial Attack FunctionQB (·)
Adversarial Attack FunctionQC (·)

White Box Attack Test QueryX Generate AdversaryQA (X ) classA (QA (X )) 6= classA (X )

Black Box Attack

QueryX
Generate AdversaryQA (X )

classB (QA (X )) 6= classB (X )

classC (QA (X )) 6= classC (X )
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Why Do Black Box Attacks Work?

• A key concept of modern NN theory is transfer learning, the ability to share weights among similar tasks.
• Sharing weights makes training with smaller data sets possible, but it also means that similar models will
produce similar weights→ black box attacks.

Oquab et al CVPR 2014
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Protection from White Box Attacks

• We can prevent white box attacks by training with adversarial examples.
• Though simple, this is an eective measure.

Goodfellow et al ICLR 2015
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Protection from Black Box Attacks

• Similar to white box, we can use train several models
and train using a mixed batch of adversarial images.

• This seems to work but is unsatisfying; there are
other more sophisticated actions to take, but this is
an open question.

Liao et al CVPR 2018
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Summary

• Deep learning is the state-of-the-art. It’s unavoidably the best choice for most classification tasks.
• It’s a black box by design. We want the machine to cra its own features even though we won’t be able to
decipher their meaning.

• Adversarial images show the double edged sword of this feature generation. The incredible performance comes
with vulnerabilities.

• For cybersecurity, we need to look into neural networks as an option but should be wary of their problem cases.
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How the Gibberish Images are Made

Nguyen et al CVPR 2015
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Driverless Cars

Sitawarin et al ACM CCS 2018

Approved for Public Release Appendix?y 21/19Iy


	Introduction
	Deep Learning

	Deep Learning Gone Wrong
	The Signal from the Noise
	Little Nudges in the Wrong Direction

	What to Do?
	Summary
	Appendix
	Appendix


	0.Plus: 
	0.Reset: 
	0.Minus: 
	0.EndRight: 
	0.StepRight: 
	0.PlayPauseRight: 
	0.PlayRight: 
	0.PauseRight: 
	0.PlayPauseLeft: 
	0.PlayLeft: 
	0.PauseLeft: 
	0.StepLeft: 
	0.EndLeft: 
	anm0: 
	0.6: 
	0.5: 
	0.4: 
	0.3: 
	0.2: 
	0.1: 
	0.0: 


